ESG-CET Metadata Meeting, February 12-14, LBNL
Mon. Feb. 12, 1 PM – 5 PM


Requirements for ESG-CET Metadata

Introduction – Bob (15 min)

Review of ESG-II metadata schema and functionality – Luca (30 min)

Review of IPCC AR4 and AR5 requirements – Bob (30 min)

Curator, NMM, gridspec – Balaji (60 min)

GCRM data – Todd E. (15 min)

In-situ data – Steve (30 min)

ARM data – Renata (15 min)

Tues. Feb. 13, 8:30 AM - 12:30 PM

Schema design


Discussion:

· Should ESG-CET limit the scope of metadata to gridded, climate simulation data? 

We will limit the scope of ESG-CET to supporting gridded simulation, climatological and reanalysis datasets. In-situ and remote sensing datasets are outside the scope of explicit support.

Interfaces to GIS systems are needed to support impacts, mitigation communities. We will target OGC WMS, WCS services, producing data in a form that interfaces with GIS systems (netCDF, CF?)

Proposal: Digital Object IDs (doi.org)


· What is the model of metadata? Example:

· Climate model/component description – Curator

· File/granule level – CF, NCML. Should aggregations be treated as files?

· Dataset, activity  project – ESGML, Curator, THREDDS

· We should use the standard classification of discovery, inventory, and granule metadata (Peter)

Balaji’s model:

· Project metadata is specified by the coordinators of a “campaign.” For example, PCMDI will create project and scenario descriptions for IPCC AR5.

· This is largely discovery metadata

· Model-specific metadata is saved at the component level by model developers, at the application level by data producers. This includes grid specification metadata.

· This is both discovery and inventory-level metadata (in the case of dataset-specific information provided by the data producers)

· Grid-spec will be submitted to CF

· Storage level is specified by ESG.

· This is primarily inventory and granule level. For example: mappings from logical to physical file, mappings from variable name to logical files

· What are the user requirements for accessing each level of metadata? (Not discussed)

Goal: Level-0 schema sufficient for prototyping, detailed list of open issues

Tues. Feb 13, 1:15 PM – 5:00 PM

Architecture of metadata components


Use cases – Bob



See posted document


Conclusions:


Provide users with ‘non-modal’ search interface, ability to search on one or more categories, including:

· project

· ensemble

· scenario

· experiment/run

· model

· model component (atmosphere, ocean)

· time frequency

· variable/quantity

· CF standard name

· Long name

· Short name

· ...

Always return the same type of object (ensemble, experiment), possibly as a choice by the user.

Amazon, iTunes provide an adequate model of search capability for ESG.

We need to incorporate revision / provenance information. This would be best kept in a separate provenance store.

We need to keep ownership information for data, since data producers will now retain the ability to update, delete, and annotate their data.

We will provide the full functionality of metadata search through Web services as well as portal interfaces.

Note: It will be critical to design the schema for flexible addition of new projects with new search criteria. For example without this flexibility it could be necessary to:

· Modify the metadata table structure, and coordinate the modification across all federated catalogs

· Modify the search user interface to incorporate new search terms and controlled vocabularies

· Modify the metadata search APIs

There are a number of technologies for making such modification easier:

· Hibernate O/R framework for internal APIs

· System developed by Arie’s group

Designs where the attributes of objects are not specified in advance (for example, generic folders with arbitrary attribute/value pairs) tend to complicate the queries, may not scale well. On the other hand, this is precisely the type of design that RLS uses for flexibility. One compromise strategy is to do the standard object design and hardwire the attributes as much as possible, but still provide an escape mechanism for unanticipated additions. (For example, ESGML provides a ‘property’ tag for just this use).


Discussion:

· What are the functional components of the global Catalog Services, gateway Query/Browse? (see architecture diagram)

· What are the connections between the components?

· What are the interfaces to external components (e.g. security, etc.)

Goal: Generate an expanded architecture diagram, cross-check against use cases

Wed. Feb 14, 8:30 AM – 12:30 PM


Federation of metadata catalogs – Ann.


Wrap-up
Action Items:

· Take Curator/NMM for a test drive: send samples of current IPCC AR4 and CCSM ESGML docs to K. Bouton / Balaji
· Commitment to Curator depends on this
· Assigned to: Luca, Bob, Nate, Arie, Balaji
· Look in detail at the types of search interfaces discussed, create storyboards for several different styles, search strategies for review. 
· General principles to follow:

· When searching, items returned should be of the same type, e.g. all datasets / files / experiments. Control of the type returned should be provided to the user

· Location information for data should be exposed (for example, where the data is located, and whether it is on local disk or mass store)
· Some models include: Amazon, iTunes, IRI maproom (cf Arie’s comments on faceted search)
· Assigned to: Kyle, Nate
· Investigate use of OAI for harvesting

· Does OAI support the expected model for metadata harvesting? (Namely, nodes will produce metadata in the ESG/XML schema, then by push/pull mechanism this is published to a gateway.)
· Interface to other catalog systems (e.g., GCMD):

· Dublin Core is easy since everything is optional

· Investigate existing replication technologies: what is the performance of updates? Canonical bulk load test: 50,000 – 100,000 files for one dataset
· Postgres PGcluster

· MySQL

· Assigned to: Nate, Kyle
· Investigate digital object IDs (doi.org)
· Minimal requirements, prioritization:

· Goal is to have a minimal implementation sufficient for needs of IPCC AR5, CCSM by late 2008, early 2009, with at least three months of testing to follow. CCSM4 is targeting Dec. 2009.
· Immediate tasks:

· Create a level 0 schema, fold in NcML

· Create a hierarchy of categories, controlled vocabularies (Arie)

· Design the database schema – probably use relational system, but this is not a firm decision

· Create the API

· When the XML format is firmed up, design and prototype the node-resident publishing system

· When publishing and metadata DB prototypes are ready, use existing ESG catalogs as test input

· At each stage, security model (role-based, read/write privileges) is folded in


















