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ESG-CET Project Management Plan
1 About This Report 

The Earth System Grid Center for Enabling Technologies (ESG-CET) management team has prepared this management plan report. The assembled team represents a collection of world-class scientists with diverse domain knowledge working together to deliver enabling technologies to help climate scientists answer key scientific questions. 

This project is co-led by Ian Foster (ANL), Don Middleton (NCAR), and Dean Williams (LLNL), with LLNL as the lead institution. A total of eight institutions are involved in the project: ANL, LANL, LBNL, LLNL, NCAR, PMEL, ORNL, and USC/ISI.  All but PMEL were also participants in the SciDAC 1 ESG-II project, on which ESG-CET builds.
2 Introduction 

ESG-CET project management strategy and the completion time-scales by which ESG-CET is to be evaluated were carefully planned and organized in the ESG-CET proposal. This project management includes the proposal’s project plan, which defines project goals and objectives; milestones and deliverables, specifying tasks or how goals are to be achieved, what resources are needed, the roles of the participating institutions, and their leading individuals. This view of the project flow includes careful controls to ensure that the plan is being managed according to design.

We have good agreement that the high-level requirements that we articulated in our proposal were on target. However, in order to accommodate our final, reduced budget targets, we restricted our scope in some specific areas. The scientific requirement projections and deadlines have been extracted from the proposal. From these projections of upcoming scientific endeavor we can summarize the high-level requirements that we plan to address in this project as follows: 

· Build on the very successful Community Climate System Model (CCSM) and Intergovernmental Panel on Climate Change Fourth Assessment Report (CMIP3/IPCC AR4) ESG data portals;

· Collect and distribute data on a much larger scale;

· At each stage, develop tools to improve efficiency in a distributed environment;

· Extend metadata schema in order to describe expected modeling simulations (e.g., atmospheric aerosols and chemistry, carbon cycle, dynamic vegetation, etc.);

· Make information understandable to end-users so that they can interpret the data correctly;

· Provide services to a much larger international user community;

· Deliver client and server-side analysis and visualization tools in a distributed environment (i.e., subsetting, concatenating, regridding, filtering, etc.); and

· Deliver production system by late 2008 – early 2009.

3 Overview of Current ESG System 

ESG-CET currently supports the infrastructural needs of the national and international climate community and provides crucial technology to securely access, monitor, catalog, transport, and distribute data in today’s Grid computing environment.

The ESG data portal (hosted at NCAR) is the center of a distributed Grid system spanning multiple data centers across the nation. The system provides authenticated, controlled, seamless access to over 131 TB of climate model data (comprising CCSM, PCM and POP data holdings) and related analysis and visualization software that are stored in online disk farms and deep archives at LANL, LBNL/NERSC, NCAR, and ORNL. Since production began in the summer of 2004, 3,300 users have registered and accessed over 26 TB of data corresponding to approximately 91,000 files.

A second independent ESG portal was established at LLNL specifically to serve climate model data for the CMIP3/IPCC AR4, a comprehensive scientific assessment of the current understanding of climate change. Although serving the international IPCC process was not in our original plans, we embraced the opportunity and redeployed a dedicated system for this purpose, with excellent results. Approximately 30 TB of data from 23 different models were processed to a common metadata convention and subsequently served to a community of over 900 users, who have so far downloaded 140 TB of data corresponding to approximately 567,500 files. It is estimated that more than 300 scientific papers have been written based on data downloaded from this site.

Coming online soon is a third ESG portal at the DOE Leadership Computing Facility at ORNL, which will serve climate model data for the Climate Science Computational End Station (CCES). The objective of the CCES is to address the Grand Challenge problem to predict future climates based on scenarios of anthropogenic emissions and other changes resulting from options in energy policies. Deployment of this portal began during the previous ESG-II project, and it is on schedule to come online in the first year of ESG-CET. 

The current portfolio of ESG operational data services spans multiple domains including metadata, security, data transport, data aggregation and subsetting, usage metrics, and services monitoring. Software components of the ESG system were variously developed by the ESG-II project, jointly developed in collaboration with, or leveraged from other projects. A high-level illustration of its current architecture is shown below in Figure 1, which depicts the main ESG portal and the four centers that currently house the data served by the portal.
[image: image1.png]publsti >





Figure 1: Current ESG Architecture

4 Goals and Objectives

4.1 Project Goals

Building upon the ESG-II success and experience, the five-year goals for ESG-CET are to:

· Sustain the successful existing ESG system,

· Extend ESG to support the major Intergovernmental Panel on Climate Change assessment in 2010,

· Support the Climate Science Computational End Station at the DOE Leadership Computing Facility at ORNL, and

· Support new CCSM development thrusts and climate model evaluation activities under the SciDAC2 climate application. 

To accomplish this, we broaden ESG to support multiple types of model output (i.e., CCSM and IPCC), provide more powerful (client-side) ESG access and analysis services, enhance interoperability between common climate analysis tools and ESG, and enable end-to-end simulation and analysis workflow.

4.2 Project Objectives

Our objective for the project is to build an infrastructure capable of dealing with the petascale data management and analysis challenges of the next five years. To be used extensively by the research community, we believe that this infrastructure will expedite science and provide a collaborative environment to advance research in a way that can only be done by this proposed framework. This framework is based on some components used in the current SciDAC 1 ESG-II (which delivered data that were the basis for some 300 journal articles in the past two years); but it will be redesigned to fit a grander and more distributed up-scaled vision that will encompass much more of the user community. To aid in fulfilling our analysis requirements, we have established collaborations with several SciDAC or other outside projects. Many of these collaborations will rely solely on us to deliver their diverse tools and products (e.g., analysis, visualization, knowledge discovery tools, etc.) to the research community. By enhancing our connections with these proposed SciDAC efforts and by continuing to align ourselves with the climate research community, we will address specific scientific needs relating to data management and analysis over the next five years. As a representative sample of these scientific needs, we will focus on requirements generated by the next IPCC assessment, the CCSM and its related SciDAC activities, and the Climate Science Computational End Station. These three projects are well aligned with the rest of the climate community and will provide a focus for ESG efforts and future development. More precisely, our project’s objectives are to:

1. Connect a large number of outside researchers with geographically distributed large climate model archives through client-server infrastructure using middleware components,

2. Provide scientists with easy-to-use advance data analysis tools for their science and research, and

3. Encourage and promote ESG-CET by enabling the community to contribute to objectives 1 and 2, as well as their integration.
5 Milestones and Deliverables

Figure 2 depicts the high-level milestones and deliverables specific to the successful scientific data management and analysis requirements in relationship to the ESG-CET development timeframe. Driven mainly by (but not entirely) the IPCC AR5 strict timetable we have identified the following milestones and deliverables for the coming years:
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Figure 2: Evolution of ESG to the Petascale: High-level ESG-CET Roadmap
· Year 1: Framework design and component prototyping – This work, which includes coordinated and synchronized design of overall architectural plans and use cases for each of the scientific subprojects (i.e., IPCC AR5, CCES, CCSM, etc), will include: client application and server-side analysis requirements; web portal and publishing framework design; metadata schema for distributed federated metadata catalog; prototyping a model execution environment; monitoring requirements; SAML authorization in DML; and considering the integration of a geographic information system (GIS). In addition, we will continue to maintain and support our successful ESG web portals for scientific discovery and deploy a CCES ESG portal, based on the existing ESG system, at ORNL.

· Year 2:  Integrating prototype testbeds – This work includes the coordination of synchronized development of the ESG components. It will include: web services design to support client applications, continued portal and publishing framework development, metadata search tools, analysis and visualization tool development, prototype of client application programming interface, prototype server-side analysis capabilities, deployment of SRM dynamic space allocation, and maintenance and support of our successful ESG web portals for scientific discovery.

· Year 3: Deployment of testbeds – (Milestone: Figure 2 specifically notes that a distributed testbed for IPCC AR5 must be in place by early 2009.) This work includes the evaluation of our effectiveness to deliver a testbed to the scientific subprojects and in particular, to the AR5 community for its initial use. Once the testbed milestone is achieved, the following activities follow: manual publishing into the testbed and related user support. Additional testbed releases include: portal framework, analysis and visualization tools, GIS, and model execution environment. Development work will include: publishing framework, performance estimation of SRM, web services and ESG-enabled applications. In addition, we will continue to maintain and support our successful ESG web portals for scientific discovery.

· Year 4, 5: Production federated system and capability enhancements – This work is challenging and thought provoking. It involves evaluating, debugging, and --most importantly-- listening to user feedback.  After full evaluation and release is warranted, the following deliverables will be supplied: ESG node deployment for each scientific subproject, ESG-enabled application deployment, cutover from the current ESG system (i.e., IPCC AR4, CCSM) to ESG-CET, publication and federation of the data holdings of AR5 and of other scientific subprojects, and release of the full capabilities of a GIS and of analysis and visualization tools.
6 Project Communications

Communication is the key to running a successful large project. The ESG-CET communication management plan is a free-flow exchange of ideas and open source technology among project team members and subgroups, as well as national and international stakeholders. The project’s subgroups gather information from each team member to improve the project and to understand the domain-specific needs and expectations of the project's customers. A small Executive Committee insures that elements of the project are appropriately aware and coordinated with each other as part of their overall management and oversight of the project.  Our approach to ESG-CET is informed by the extensive experience of the SciDAC 1 ESG-II project, which included substantially the same team members.

The Executive Committee for ESG-CET consists of four of the project PIs with strong connections to the project’s stakeholders and key technologies (Bernholdt, ORNL; Foster, ANL; Middleton, NCAR; and Williams, LLNL). This group monitors and guides the progress of the project, coordinates subgroups and other activities within the project as well as having primary responsibility for the interactions with outside collaborators, stakeholders, and sponsors.  The Executive Committee itself communicates frequently by email and teleconference, and has a regularly scheduled weekly telecon time slot to facilitate regular discussion.  Executive Committee members also try to participate directly in subgroup activities whenever possible.

The larger team also has many opportunities to interact.  In addition to mailing lists, which are used extensively, we also have a recurring teleconference time slot on a weekly basis.  These teleconferences, which usually employ the Access Grid (AG), supplemented with telephone for those without access to AG capabilities, are used for subgroup or whole-team discussions, as appropriate.  The weekly schedule helps insure that resources and people are available when teleconferences are needed. In practice, this recurring time slot is used roughly every other week, on average.  Face-to-face meetings of subgroups and the whole team, as needed, supplement these frequent discussions.  Face-to-face meetings allow for longer periods of focused discussion than the recurring teleconferences, which are generally limited to 1-2 hours.  All-hands face-to-face project meetings will occur at least once a year.

In addition to mailing lists and teleconferences, we are in the process of deploying additional resources facilitate asynchronous collaboration.  The ESG-II project made some use of a private “intranet” area on the earthsystemgrid.org website for document sharing, but we are now transitioning to new and much more flexible tools which will provide a much more flexible open internal project web site, bug tracking, code repositories, and related capabilities.  We also have access to a commercial web-based project management tool, which supports tracking of tasks, milestones, and deliverables.

The PIs are fully aware that communications and human interaction is crucial to the success of this project and that reporting back to all invested stakeholders is equally important.  This includes regular reporting to our sponsors, as well as key customers, and major resource providers.
6.1 Working in Parallel: Establishing Subgroups to Work on Different Problems

Working in parallel is vital to the success of the project. We intend to establish subgroups to address different problems and component spaces to expedite development and to meet critical milestones and deliverables. The following items define the charter for each subgroup:
· Goal of subgroup (or task),

· Development of use cases by subgroup,

· Draft architecture and API by subgroup,

· Relationship to other subgroups,

· Dependence on other subgroups,

· Problem solving and working with other subgroups to provide input,

· Recognizing progress and reporting back to management,

· Quality control check and review to make sure it meets the minimal requirements, and

· Release to the production system.

Subgroups will utilize face-to-face meetings, teleconferences, mailing lists, and the project’s internal website.  Wherever possible, at least one Executive Committee member will participate in all meetings. Core subgroup members will contribute to work by submitting documents and presentations to the ESG-CET website and by submitting software to the ESG-CET code repository. Core subgroup members will identify new-user and cross-subgroup requirements. As appropriate, core subgroup members will forge links with other subgroups working on related issues, and to integrate their work into the final product. Finally, core subgroup members will contribute to discussion, development, maintenance, and representation of ESG-CET and its component software.  The management team is responsible for insuring appropriate coordination and communication across subgroups.
6.2 External Collaboration

Collaboration plays an important part in developing and bringing together disparate components needed for exploratory data analysis, confirmatory diagnostics, decision-making, delivery, and presentation. By enhancing collaboration connections with other funded DOE Office of Science SciDAC projects and programs, we will efficiently build an infrastructure capable of dealing with petascale data management and analysis for a growing user community. In particular, we will collaborate with the following SciDAC projects: 

	Title (Type)
	Lead Institution - PI
	Overlapping Institutions (Individuals)
	Areas of Collaboration

	A Scalable and Extensible Earth System Model for Climate Change Science
	ORNL – John Drake
	LLNL (Williams)

NCAR (Middleton)

LANL (Jones)
	Extend the capabilities of CCSM

	Scientific Data Management Center for Enabling Technologies
	LBNL – Arie Shoshani
	LBNL – (Shoshani)
	Data movement and storage

	Visualization and Analytics Center for Enabling Technologies
	LBNL – Wes Bethel
	LLNL (Williams)

NCAR (Middleton)
	Visualization and analysis

	Center for Enabling Distributed Petascale Science
	ANL – Ian Foster
	ANL (Foster)

ISI/USC (Chervenak)
	Federation and data movement

	Center for Technology for Advanced Scientific Component Software
	ORNL – David Bernholdt
	ORNL (Bernholdt)
	Component software

	Community Access to Global Cloud Resolving Model Data
	PNNL - Schuchardt
	LLNL (Williams)

NCAR (Middleton)


	Data movement and analysis


Our project team already provides a remarkable level of interconnectivity with a wide range of scientific and technology projects. Where appropriate, we will collaborate with national and international groups in areas including metadata schemas, data and file transport, web data portal design, security, data storage, analysis, and visualization. These groups include:

	Title (Type)
	Overlapping Institutions (Point of Contact)
	Areas of Collaboration

	Computational Climate End Station (CCES) (Leadership Computing Project)
	ORNL (Bernholdt)

LANL (Jones)
	Climate data publication, ESG portal

	Curator (NSF)
	LLNL (Williams)

NCAR (Middleton)
	Metadata schema, provenance 

	Global Organization for Earth System Science Portals (GO-ESSP) 
	LLNL (Williams)

NCAR (Middleton)

PMEL (Hankin)
	Metadata schema, provenance, standards

	ORNL Leadership Computing Facility (DOE OASCR)
	ORNL (Bernholdt)
	Computational resources

	TeraGrid (NSF)
	NCAR (Middleton)

ORNL (Bernholdt)
	Computational and network resources

	World Meteorological Organization (WMO)
	NCAR (Middleton)
	Global federated environmental data systems


6.3 Outreach and Project Visibility

ESG, as a project, has become highly visible in the international community – with good exposure in climate research as well as computer science. This is a highly desirable outcome and one that already represents a substantial investment in time and effort for many team members. We thus have an established record to build upon, and we will continue to prioritize and emphasize this important endeavor. Success here highlights the importance of DOE investments in SciDAC, continues to build our relationship with our constituent climate research community, expands interactions with the broader environmental science arena, and helps to forge new alliances and relationships that support our project’s goals and objectives. The following is a list of outreach opportunities that we intend to pursue further:

· Creating, distributing and disseminating educational materials such as presentations and peer-review and journal articles,

· Speaking at a variety of events in support of SciDAC and SciDAC-supported scientific applications,

· Create and support presentations or panels at meetings of allied organizations,

· Communicate with other SciDAC-sponsored projects via the SciDAC newsletter and magazine, or verbally at appropriate events,

· Promote alignment with national and international institutional membership in relevant organizations,

· Create mailing lists of organizations and websites to promote good public relations, and 

· Partner with committee members from those organizations that are also members of associated scientific projects.

7 External Resource Requirements

ESG is a heavily used production system that serves a global community. As we proceed into the petascale realm, we can expect demands on computational and storage resources to grow considerably. These resources are not provided for through this project’s funding, so we are reliant upon the capabilities provided by our collaborating centers. For example, LLNL, ORNL, LANL, LBNL, and NCAR spend core funds on large storage systems to store and serve ESG data holdings. The inclusion of these and other external resources may seem blurred, but the loss of any one of these crucial resources could seriously jeopardize the success of the ESG-CET. Stakeholders will be invited to identify the most appropriate resources for inclusion and to ensure that supporting resources are suitable for scientific subprojects. 

8 ESG Software and Service Lifecycle Plan

Based on the work done in the SciDAC 1 ESG-II project, ESG-CET begins with a functional software system, already deployed across a number of sites and operating as a production service.

As a software system, ESG is the integration of numerous individual components, which historically were:

· Developed within the ESG team,

· Developed jointly with a number of partner projects, or 

· Leveraged from other projects.

We expect this same approach to continue in ESG-CET as we generalize and extend the ESG-II system to meet the goals and objectives laid out above.

Our project is very sensitive to the software life cycle. We are already running a production system, which is the primary or exclusive means of data dissemination for a growing number of projects. Our proposal includes ongoing maintenance and operation for the production systems, even as we develop and implement new capabilities. As we have described, the majority of our new development activities are also directly driven by the needs of our partner climate modeling projects and must be delivered and maintained at production quality too.
We base the whole technical evolution and development of the project on the adoption of a formal and professional approach to software engineering. Each development campaign is required to adhere to a strict engineering model spanning the full software lifecycle:

1. Requirements analysis by team sub-groups, reviewed by ESG as a whole,

2. Development of use cases by subgroup,

3. Draft architecture and API by subgroup,

4. Review and endorsement of architecture and API by the whole collaboration,

5. Software development by subgroup, including prototype integration with current system and unit testing,

6. Extensive software testing by (a different) subgroup, including stress and performance analysis, and

7. Release to the production system (including ESG nodes).

Campaign progress and milestones will be tracked using collaborative project management tools. We will identify formal roles within the collaboration, including lead architects, software developers, testers and user support for the deployed production environment. All institutions will share in the overall process by committing one or more members to the different stages of the development lifecycle. We will also give consideration to the appointment of a technical project manager to keep track of overall tasks and progress.

Finally, we will establish a software documentation repository to serve both the internal development process, and the outside distribution of the packaged software. For each software component, this repository will include all relevant documentation including description of APIs (for example Javadocs), UML diagrams (use cases, architecture, class diagrams, etc.), installation and testing procedures, and other related documentation.
Throughout the lifetime of this project, we expect to continue operating the ESG as a production service.  By the end of the project, we anticipate that O(20-100) ESG installations may be deployed around the world (many managed by our scientific partners, but all utilizing the ESG software system).  As the climate modeling and analysis community comes increasingly to depend on the services provided by the ESG, sustainment of the service beyond the five years of the ESG-CET project becomes an important question.  As the new ESG architecture and implementation mature, we will formulate recommendations to DOE as to the most effective means to sustain ESG’s services in the long term.

9 Intellectual Property Plan 

As a continuing project with a production system already in place, ESG-CET inherits a significant body of software, with its own established licensing. The prior ESG-II project, jointly by ESG-II and partner projects, or third parties, has variously developed this software. The core software of the current ESG system is all freely available, but utilizes a number of different licenses, including:

· Apache, version 2.0,

· Institution-specific, and

· Public domain licenses,

with third-party software on which the ESG system depends using additional licenses.  Some of the latter software is feely available only for non-commercial use.

Going forward, the ESG-CET team is committed to the use of open source licensing, though it is not yet clear whether the same open source license is appropriate for all institutions and components. This will depend on institutions’ needs, on norms of the communities in which the component is likely to be used, and, in some cases, on conditions imposed by the licensing of third-party software on which the component depends. For example, the Globus community uses the Apache License, while the Earth Science community has not yet settled on a particular license. Though we will try to converge on a single license for ESG-CET software products, we do not perceive any problems on the part of developers or users of the ESG system if this cannot be achieved, and so we do not plan extraordinary or time-consuming efforts in this direction. We will continue to monitor the licensing situation throughout the project, and respond appropriately if licensing does become an issue. 
We plan to distribute the ESG software itself through the ESG portal, just as we now do with the Community Climate System Model and various analysis software.

10 Institutional Spending Plan and Personnel

10.1 Institutions Roles and Responsibilities
The table below shows institutional roles and responsibilities for the next five-years. It also shows the co-PIs at each institution. The project’s management team is highlighted in bold text.

	Lead PIs
	Participating Institutions
	Responsibilities

	Ian Foster
	ANL
	Project management, management of federated repositories spanning multiple sites, scalable analysis services with emphasizes on ESG analysis tools, and network troubleshooting.

	Phil Jones
	LANL
	Tool development for irregular grids, visualization, and statistics; and liaison support for science applications.

	Arie Shoshani
	LBNL
	Data movement, including parallel data movement, and deep storage reconnaissance.

	Dean N. Williams
	LLNL
	Project management, outreach, developments, data management, operations, system architecture, analysis and visualization framework, portal, and liaison science support.

	Don Middleton
	NCAR
	Project management, outreach, core integration of new developments, climate data management and publishing, production operation of the ESG system, and the full phase of software engineering with contributions to the project framework, portals, GIS, analysis and visualization tools, and OPeNDAP and related services.

	Steve Hankin

	NOAA/PMEL
	New developments, contributions to project frameworks, portal, integration, and analysis and visualization tools.

	David E. Bernholt
	ORNL
	Project management, robustness and fault tolerance; server-side analysis; metadata, provenance, and search; and deployment issues at large computer centers, particularly relating to security policies.

	Ann L. Chervenak
	ISI/USC
	Distributed catalog management, packaging, and monitoring.


10.2 Individual Roles and Responsibilities

	Institution
	Senior Personnel
	Responsibility

	ANL
	Ian Foster
	Project PI

	
	Dan Fraser
	Argonne ESG project leader, data architecture

	
	Veronika Nefedova
	Software engineering

	LANL
	Philip Jones
	Tool development for irregular grids, maintenance of LANL portal, and liaison for science applications

	
	Mathew E. Maltrud
	Visualization, statistics and ocean analysis tools

	LBNL
	Arie Shoshani
	Project co-PI, Design of products of the Storage Resource Managers (SRMs) technology, including DataMover-Lite (DML), a desktop application for moving data to the client

	
	Alex Sim
	SRMs and DML software development and deployment for the portal and server nodes, including access to HPSS and MSS at various sites. Supporting the various security models with SRM and DML components

	LLNL
	Robert Drach
	Data management, operations, system architecture, publishing, production operation of the AR4 ESG system

	
	Kyle Halliday
	Portal development, data management, operations, publishing, production operation of the AR4 ESG system

	
	Dean N. Williams
	Project PI, project management, outreach, liaison science support, analysis and visualization framework

	NCAR
	Don E. Middleton
	Project PI

	
	Luca Cinquini
	Software design and engineering leader at NCAR, production ESG systems

	
	Nathan Wilhelmi
	Portal and integration software engineer, production ESG systems

	
	David Brown
	Software engineer for analysis and visualization tools

	
	Warren G. Strand
	Liaison to CCSM, modelers, and community

	
	Peter Fox
	OPeNDAP leader

	
	José Garcia
	OPeNDAP software engineer

	
	Patrick West
	OPeNDAP software engineer

	NOAA/PMEL
	Steve Hankin
	Project co-PI, analysis and visualization framework

	
	Jeremy Malczyk
	User-interface developer

	
	Ansley Manke
	Scientific visualization and graphics

	
	Kevin M. O’Brien
	Data management, data integration

	
	Roland Schweitzer
	Principal LAS software architect; server-side developer

	ORNL
	David E. Bernholdt
	Project PI, system architecture, system security, monitoring and logging, management of ORNL ESG installations, liaison with ORNL Center for Computational Sciences, liaison with Computational Climate End Station

	
	Meili Chen
	System architecture, system integration, production operation of ORNL ESG installations, liaison with DOE Grid CA, system testing

	
	Line C. Pouchard
	Data and metadata architecture

	
	Jens Schwidder
	Portal development, software integration

	
	Aniruddha Shet
	Data transport and delivery, liaison with ORNL TeraGrid

	ISI/USC
	Ann L. Chervenak
	Project co-PI, federated data management architecture, including data replication and metadata services; lead monitoring of ESG infrastructure; liason with Scidac Institute for Petascale Storage

	
	Carl Kesselman
	Overall ESG architecture and design

	
	Robert Schuler
	Data service developer, provides support for ESG use of Globus data services and develops additional services and functionality as needed by ESG, e.g., Java client for RLS

	
	Mei Hui Su
	Developer, deployment and support of Globus monitoring infrastructure for ESG
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