FEDERATION REQUIREMENTS

METADATA

- Metadata must be shared among data gateways

- Search at any data gateway must returning results from all data nodes

- Search services to be able to show or not data that is currently in the system

- Establish a registry of data gateways with which to federate, or maybe simply a configuration file

- Data gateway must be able to vet out wrong data from a data node - mark it as bad


- data node must be notified of data gateways operations

DATA ACCESS

FEDERATED SECURITY

- single sign on among all data gateways and nodes

- All data gateways and nodes must obey same common security policy (recognizes the same groups and roles)

- Non-centralized management of users groups

- Prioritization of access, using multiple roles within group

DATA SERVICES

- single center may be able to to act as both data gateway and data node, including being a data gateway for local data only

- Data services must be able to access remote data from any data nodes

- Allow customizable set of data services to be deployed on each node (ftp, ttp, gridftp, opendap servers, maybe aggregation, LA)


- IPCC might want to establish a minimum set of data services that need t be deployed

- Data gateway needs to have knowledge of services provided by the nodes

- Each gateway must to be able to decide which metadata holdings to federate

- Node sides to be able to access both online and deep storage

- Clients must to be able to access services at all data nodes, with proper authoriz

FRAMEWORK

- Must be easy to install data node packages

- Must be easy to publish and un-publish data into the system

- Must plan for failover and load-balancing capabilities in case of high system stress

- Establish federated user support system

- Local administration of esg data nodes, including software update

- Notification of software updates from central system

- Testing of data services without affecting operations

- If a site is compromised, or oes down, it should not affect the other sites

- Each site to be able to report configuration in some fashion t the data gateway (components installed etc.)

NOTIFICATION

- Must have notification system to span all data gateways and nodes (data replaced, error in data)


- includes replication of data, data feeds

MONITORING


- includes action capability for failing conditions


- usage and activity (resource acitivity) monitoring


- customizable monitoring infrastructure (according to local services)


- federated monitoring among data gatways (including fault tolerance, failover)

METRICS

- all data nodes and gatways to report metrics to a central system

OPEN QUESTIONS

- how many data gateways ? one, 3 more

- how low must the threshold need to be to be part of ESG

- allow single RP to vet single users ?

- are replica needed ?

"Analysis" break-out group Requirements

Analysis (now including server-side viz, too) Requirements:

1.
Need to provide a suite of "canned" analysis capabilities

1.
list of capabilities to be determined by science community

include operations on model ensembles (e.g. ensemble mean)

include regridding (to rectilinear, only?  arbitrary grid A to grid B?)

2.
easy to add new capabilities

3.
to be executed server-side

4.
if project efficiencies can be gained, build upon existing servers such as GDS and FDS

5.
uniformly accessible for all applicable ESG datasets (see #3)

6.
validity of algorithms carefully tested and vetted with science community

7.
be able to estimate resource requirements and notify users of expected time for operation

2.
Users must be able to perform custom analyzes on applications of their choice

either by file download; or

by OPeNDAP connection

(not an immediate requirement to perform "custom" calculations server-side)

3.
Creating "custom" datasets on-the-fly

1.
constrain to arbitrary space/time region

2.
select list of desired variables

3.
dataset search criteria based on metadata (e.g. "volcanoes-forced" or specifying a dataset by name

4.
Make the datasets available in various ways:

1.
download as file(s)

2.
OPeNDAP connection to the dataset

3.
server-side canned analyses may be applied (see #1 above)

4.
visualize in various ways through a browser-based portal

4.
server-side visualizations
1.
select arbitrary variable, space-time region (1D or 2D)
question: is there a requirement for server-side 3D viz?
2.
viz outputs should be accessible through a Web Service interface
3.
question: Is there a requirement to provide multiple (application-specific) visualization styles (CDAT, NCL, Ferret , GrADS, ...)?)
5.
other server-side products
question: specific requirements  for other products need to be determined -- Excel spreadsheets?; readable, formatted tables of values?; various binary data formats such as GRIB, HDF, ...

question: specific requirements for service interfaces need to be determined: WMS? WCS?
Search, browse, download

· The user is presented with a user interface that guides the search for a particular collection of data. The UI provides all the options, vocabulary, etc.

· The granularity of the data:

· an abstraction of a file:

· aggregation

· OpenDAP URL

· files

· data in a relational database

· The result of the search is a list of representations of all (datasets, files, URLs, etc.) together with:

· links to operations that can be performed on the item:

· download

· visualization / subsetting interface

· further browse

· provenance

· data location?

· The result of the search provides context for further refinement of search.

· The result of a search is saveable, can be shared among other users.

· Search results are potentially affected by the authorization level 

· The metadata is available through Web services, permitting custom applications to be added.

· OGC Catalog / Web Services

· Browsing

· User is presented with flexible hierarchy

· Ability to change the order of hierarchy (model, scenario, run etc.)

· Top level chooses the context

· Notification

· opt-in at registration

· e-mail result with link to

· new data

· RSS feed

